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ABSTRACT
Image Signal Processing (ISP) is an important component in aug-
mented and virtual reality (AR/VR) applications. With the goal
of running these applications on battery-powered edge devices,
the ISP unit must satisfy rigorous power, performance, and form
factor requirements. However, ISP workloads incur large memory
footprints and intensive DRAM accesses that are prohibitively ex-
pensive for the stringent requirements of all-day wearable AR/VR
products. Recent progress in 3D integration provides a promis-
ing solution for increasing memory capacities for iso-footprint,
while achieving lower I/O power with shorter, vertical 3D intercon-
nections. In this work, we explore and characterize two types of
advanced 3D-stacked memories for ISP workloads: 3D-SRAM and
3D-DRAM. Our analysis demonstrates that by allocating additional
3D-stacked local memory to the ISP unit, we reduce expensive
off-chip DRAM accesses by 57-92%, allowing us to deploy larger
ISP workloads within power budgets not previously feasible with
the 2D ISP baseline architecture. Comparing the two 3D-stacked
memories, we observe that the use of 3D-DRAM reduces the total
ISP power consumption by up to 53%, while 3D-SRAM achieves
up to 32% power savings due to significant leakage contribution
at increasing SRAM capacities. Finally, we propose a 3D-stacked
hybrid memory ISP solution, combining both 3D-SRAM and 3D-
DRAM, which can further improve the ISP power efficiency by an
additional 9-16% on top of a 3D-DRAM-only memory architecture.
To our knowledge, this is the first study to explore the benefits
of advanced 3D-stacked memory for deploying ISP workloads on
AR/VR devices.

CCS CONCEPTS
• Hardware → Memory and dense storage; • Computer sys-
tems organization → Heterogeneous (hybrid) systems.
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1 INTRODUCTION
Recent advancements in augmented and virtual reality (AR/VR)
technologies are poised to become the next generation computing
platforms, ushering in opportunities for new application domains,
such as immersive education and presence, interactive entertain-
ment and productivity, and personalized and contextual artificial
intelligence (AI) [1]. Delivering a rich, context-aware, and acces-
sible AR/VR user interface in real-time within the constraints of

Figure 1: Power breakdown for single video capture on a pro-
totype custom sensor SoC for AR/VR smartglasses (adapted
from [1]). A significant portion of the total power goes to
off-chip DRAM dynamic power (43%) and the ISP dynamic
power (40.8%) consumption.

a socially acceptable AR/VR glasses form factor, however, require
major innovations in key technical areas of power, performance,
thermal, and silicon area [6]. To improve the quality of AR/VR im-
ages and video applications, optimizing the Image Signal Processing
(ISP) subsystem within the AR/VR System-on-Chip (SoC) is vital to-
wards delivering seamless all-day wearable smart glasses with high
resolution and high-fidelity mono/stereo image and video capture.
However, image signal processing on mobile devices often suffers
from a severe “memory wall” bottleneck. Many ISP workloads have
a deep and wide pipeline that require high memory bandwidth
with relatively low computational density [4]. Increasing demand
for high resolution and high-fidelity images and video quality also
exacerbates the memory capacity problem on-device, requiring ever
increasingly more memory to deploy larger ISP workloads while
maintaining low power consumption for longer battery life [7].

As shown in Figure 1, even with a custom SoC designed for
low-power AR/VR smart glasses prototypes, the total power con-
sumption is dominated by the DRAM dynamic power (43%) and
ISP dynamic power (40.8%). Additionally, AR/VR SoC architectures
must support not just one subsystem but multiple subsystems, in-
cluding audio, machine learning (ML), computer vision (CV) and ISP,
which all need to access the same Shared Memory (SMEM) and/or
DRAM [6]. This makes expanding SMEM in the 2D direction extra
challenging because we cannot increase the amount of 2D SRAM
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Figure 2: Memory technologies analyzed/compared for our
proposed ISP architecture: (1) Conventional 2D ISP memory
architecture with low-power DRAM (LPDDR4X), (2) ISP with
3D-stacked SRAM, and (3) ISP with 3D-DRAM. Conceptually
the logic layer is illustrated as located on the bottom tier, but
could be placed anywhere in the 3D stack.

due to footprint constraints, and we cannot allocate additional mem-
ory to the ISP subsystem due to sharing of the SoC’s SMEM with
other subsystems. The prohibitive cost of DRAM (due to power and
bandwidth requirements) limits the throughput and image/video
resolutions that can be deployed on-device and is the biggest chal-
lenge to delivering high resolution and high-fidelity images/videos
on AR/VR devices. With limited I/O pins and area/power budget in
AR/VR devices, it is difficult and near infeasible for traditional 2D
architectures to satisfy the high throughput demands for qualitative
image processing.

To address these challenges, we leverage recent advancements in
3D integration and packaging techniques. The ability to expand in
the z-direction (3D vertical integration) enables additional memory
stacked directly on top of the logic die per compute IP with lower
latency, lower power, and higher bandwidth 3D connections. In
this work, we investigate two types of 3D-stacked memory for ISP
workloads: 3D-SRAM and 3D-DRAM, as illustrated in Figure 2. 3D-
SRAM [9, 11] integrates additional SRAM on logic die through TSVs
in the vertical direction, and multiple tiers of SRAM can be used to
increase the SRAM capacity without incurring footprint overheads.
3D-DRAM [12] rearchitects the conventional DRAMmemory die to

optimize for much lower dynamic power consumption using a very
large number of 3D connections, each running at relatively lower
speeds than conventional DRAM I/Os but are ultra-low powered.
To quantitatively analyze the benefits of 3D memory, we build a
modeling tool to evaluate the power consumption under different
ISP workloads. Our key findings are:

• 3D-stacked memory reduces total ISP power consumption
by 37-53% using 3D-DRAM, while 3D-SRAM achieves 25-
32% power savings. This is due to the increasing contri-
bution of SRAM leakage to the total power when scaling
to larger on-chip memory capacities allocated for 3D local
memory.

• The use of 3D-stacked memory to increase local memory
allocation reduces expensive LPDDR4X off-chip DRAM
accesses by 57-92%, allowing us to deploy larger ISP work-
loads within power budgets not previously feasible with
the 2D ISP baseline.

• Using a hybrid 3D-stackedmemory architecture, combining
both 3D-SRAM and 3D-DRAM, we can potentially further
improve the 3D-DRAM-only system with an additional 9-
16% improvement in power savings.

2 BACKGROUND AND MOTIVATION
2.1 Image Signal Processing (ISP)
The ISP subsystem lies in between the camera sensor and the CV/ML
pipeline, which captures video from camera sensors and transforms
the raw data to a post-processed visualized image the user can see
without noise and artifacts. In AR/VR devices, the image taken by
photosensors is in the format of Bayer image, which arranges RGB
color filters on a 2D matrix. To convert the Bayer pattern to an
RGB image and produce sufficient output image quality, complex
ISP pipelines are needed. Traditional ISP pipelines contain a series
of tasks that focus on different perspectives of the image, such as
demosaicing, denoising, white balance, and pixel correction [2].
The pipeline stages of these heterogeneous tasks tend to have low
computation density (operations/byte) but require massive paral-
lelism at the pixel level. As a result, the ISP units are extremely
memory-intensive due to the large amount of image data loading
to/from memory. Additionally, a portion of this expensive off-chip
DRAM access is irregular/random depending on the scene being
captured, which results in significantly lower bandwidth utiliza-
tion and increased DRAM power from activation and precharge
overheads [8]. Since ISP workloads in AR/VR SoCs may not neces-
sarily run in isolation, the available DRAM bandwidth, thermals
and power are also highly contended in these systems.

Figure 3 summarizes the memory bandwidth and footprint re-
quirements of our key ISP workloads running on our in-house
custom ISP compute IP. First, we see that to process a FHD video,
we require at least 2-4 GB/s of average bandwidth without having to
compress or compromise image quality. Second, we observe the ISP
workloads require large memory footprints, necessitating off-chip
memory. Even for the smallest ISP workloads, we require >200 MB
of uncompressed footprint and >100 MB of compressed footprint
for FHD video processing. With limited on-chip SRAM (<10 MB) in
conventional 2D ISP logic, this results in extensive and expensive
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Figure 3: Memory bandwidth and footprint requirements
of ISP workloads, measured with our in-house custom ISP.
We explore four key ISP workloads with varying memory
requirements.

off-chip DRAM accesses which burn a significant amount of total
system power.

2.2 Background on 3D-Stacked Memory
Current 2D DRAM technologies are experiencing severe scaling
challenges, resulting in an increasing performance gap between
compute and memory. 3D-stacked memory is one of the recent
technologies put forth to address this widening gap. By integrat-
ing one or multiple memory dies with the logic die in the vertical
dimension, 3D-stacked memory enables several benefits not pre-
viously available in 2D, including high bandwidth and ultra-low
power 3D connections and the ability to achieve the same or smaller
footprints with larger memory capacities. The use of high-density
3D interconnects allows us to achieve very localized benefits at the
IP and accelerator-level [11] compared with standard SoC memory
disaggregation techniques and architectures commonly used in
datacenter applications.

In this work, we investigate two types of advanced 3D-stacked
memory, 3D-SRAM and 3D-DRAM, shown previously in Figure
2. We focus on hybrid bonding for 3D-SRAM [9, 11], which uses
face-to-face (F2F) bond pads to stack 2D wafers and integrates
additional SRAM on the logic die with Through-Silicon-Vias (TSVs),
offering significant bandwidth and power benefits over state-of-
the-art micro-bump approaches. To increase the SRAM capacity
without increasing the x-y footprint, we can stack multiple tiers
of SRAM in the z-direction as shown in Figure 2. A key benefit is
that the short wirelengths and high-density connections reduce the
interconnect lengths significantly, resulting in higher bandwidth
connections, lower latency, and lower energy consumption when
accessing 3D-stacked memory [9, 11]. 3D-DRAM [12] rearchitects
the conventional DRAM memory die for lower power and higher
bandwidth using a very large number of pins, each of which runs
at relatively lower speed compared with conventional LPDDR4X
DRAM I/Os but are ultra-low powered. The wide interface that is
enabled by 3D F2F interconnects through vertical redistribution

layer (RDL) routing allows for much lower dynamic and leakage
power compared to conventional DRAM. As shown in Figure 2,
with 3D stacking technology, it is possible to have many more I/O
connections because they are not limited to the periphery of the
device, and interconnect distances can be much shorter than the
track lengths across the chip due to 3D-stacking between very thin
dies.

2.3 Related Work
Recent advancements in 3D integration and stacking technologies
have focused primarily in two categories: (1) datacenter applications
such as AMD’s 3D V-Cache [10] and (2) 3D stacking for image sen-
sors [3]. Our work is uniquely positioned for 3D accelerator archi-
tectures for advanced 3D-stacking technologies targeted for AR/VR
devices, not previously explored with ISP mobile applications. Prior
work in mobile ISP has focused deployment primarily on mobile
phones which are similarly constrained by requirements such as
power, frame-rate and mobile phone thickness [2, 5, 7]. We borrow
concepts from the mobile ISP community in terms of optimization
and algorithmic advancements for AR/VR devices but have stricter
form factor and power requirements, requiring the use of more ad-
vanced technologies to reduce or eliminate power-hungry off-chip
DRAM accesses on AR/VR devices. Additionally, there is similar
work on processing-in-memory (PIM) and other near-compute
memory architectures for ISP for datacenter applications [4], how-
ever, we make the distinction that our approach optimizes 3D-
stacked memories for low-power and footprint-constrained AR/VR
applications and does not modify the ISP compute IP, but simply
augments the IP with additional 3D-stacked memory “on-chip” with
very advanced short 3D F2F bonding.

3 EVALUATION SETUP
3.1 ISP Workloads
We model four in-house ISP workloads that target key AR/VR
use cases shown in Figure 3: FHD Video ISP + 2MP Snapshot (also
known as Full HD or 1080p, which translates to roughly 1920 x 1080
pixels = 2MP)with/without compression, and FHDVideo ISP + (Full-
Resolution) 12MP Snapshot with/without compression. With the
snapshot enabled, the user has the option to make a snapshot (either
in FHD or Full-Resolution) anytime during the video streaming to be
stored for further post-processing or for the user’s image generation.
This requires the ISP unit to buffer the full-resolution raw image
to DRAM for each frame whenever the frame is snapshotted. As
we can see from Figure 3, the four ISP workloads have varying
DRAM footprint and bandwidth requirements, depending on the
video/snapshot quality required and compression can be applied
to reduce the DRAM footprint and bandwidth by trading off video
quality.

Since it is traditionally challenging to quantify what is sufficient
image quality or identify what will adequately cover all the cor-
ner cases the ISP can handle robustly [2], we chose these four ISP
workloads to cover a range of image/video qualities and use cases
which empirically produce high-quality images/video for our ap-
plication. In an ideal scenario, we would like to deploy the largest
ISP workload (FHD Video + Full-Resolution 12MP Snapshot), how-
ever, the power/footprint and bandwidth requirements make this
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Table 1: Memory Modeling Specifications

Specification LPDDR4X 3D-SRAM 3D-DRAM

Density [𝑀𝐵/𝑚𝑚2] 10 4 8
Dynamic Energy [𝑝 𝐽/𝐵] 65 2 7
Leakage Power [𝜇𝑊 /𝑀𝐵] 3 350 17

Table 2: 3D Memory Configurations

Name Memory Configuration 2D vs. 3D
Footprint

2D ISP Baseline Baseline 1x
2D-SRAM_16MB Baseline ISP + 16 MB (2D) SRAM 1.4x
3D-SRAM_32MB 32 MB stacked on top 1.9x

of the ISP compute unit
3D-SRAM_64MB 2 x 32 MB (2-tiers of 3D-SRAM) 2.8x

stacked on top of ISP compute
3D-SRAM_128MB 4 x 32 MB (4-tiers of 3D-SRAM) 4.6x

stacked on top of ISP compute
3D-DRAM_64MB 64 MB 3D-DRAM stacked 1.8x

on top of the ISP compute unit
3D-DRAM_128MB 2 x 64 MB (2-tiers of 3D-DRAM) 2.7x

stacked on top of ISP compute
3D-DRAM_256MB 4 x 64 MB (4-tiers of 3D-DRAM) 4.4x

stacked on top of ISP compute

workload infeasible for current 2D AR/VR SoCs. Our current 2D
baseline ISP can run the Compressed FHD Video + 2MP snapshot
workload (the smallest ISP use case) and meets an acceptable power
budget but suffers from lower video and snapshot quality. With
this in mind, our modeling objective is two-fold in assessing the
four key in-house ISP workloads: (1) quantify the benefits (power
savings) achievable using 3D-stacked memories (3D-SRAM, 3D-
DRAM) within the same footprint as the baseline 2D ISP IP, and
(2) demonstrate the feasibility of deploying larger ISP workloads
with a similar power budget to the baseline 2D ISP running what is
currently feasible today (Compressed FHD video + 2MP snapshot).

3.2 3D Memory Configurations
Table 1 summarizes the specifications used for modeling our pro-
posed 3D-stacked memories, in which we compare the storage
density, dynamic (access) energy, and leakage power of LPDDR4X,
3D-SRAM, and 3D-DRAM. 3D-SRAM numbers in 7nm technology
were obtained frommeasurement results from [9, 11] and LPDDR4X
and 3D-DRAM numbers are specifications based off DRAM tech-
nology. Traditional LPDDR4X DRAM has high cell density and low
leakage power but consumes high dynamic energy. 3D-SRAM has
the lowest dynamic energy but has high leakage power and the
lowest density. 3D-DRAM is a trade-off between the two other mem-
ory technologies, with the key features to note that compared to
LPDDR4X, 3D-DRAM has 7-9x lower access energy with a balance
of slightly higher leakage power while achieving similar memory
density to LPDDR4X DRAM.

To maintain the same footprint with the original ISP unit, we
adopt different configurations for the comparison of the 2D/3D
architectures as shown in Table 2. Column 3 of Table 2 illustrates
the 2D footprint needed for these configurations versus for the
3D-stacked memory configurations, which would be iso-footprint
to the 2D ISP baseline. For the 2D architectures, we have both the
baseline ISP and ISP + 16 MB of additional 2D-SRAM. We note the
latter incurs a slight 1.4x footprint overhead, which is non-ideal for
our AR/VR SoC footprint constraints. For 3D-SRAM, we configure
1-tier, 2-tiers, and 4-tiers of 3D-SRAM on top of the ISP logic die
using TSV interconnections. Each 3D-SRAM tier consists of 32 MB
SRAM. Similarly, for 3D-DRAM, we stack 1-tier, 2-tiers, and 4-tiers
of 64 MB of 3D-DRAM on top of the ISP logic die for 64, 128, and
256 MB of total capacity. Note that when the workload footprint
exceeds the capacity of the 3D-SRAM or 3D-DRAM, we assume the
data will spill to conventional LPDDR4X DRAM in all cases.

4 RESULTS AND ANALYSIS
In this section, we outline our modeling results and architectural
findings. We first analyze the power breakdown and savings using
our proposed 3D-stacked memories versus the 2D ISP baseline.
Then, we characterize the trade-off between 3D-SRAM and 3D-
DRAM. Finally, we study the effectiveness of our memory allocation
scheme by proposing a hybrid memory configuration combining
both 3D-SRAM and 3D-DRAM.

4.1 Power Savings Using 3D-Stacked Memory
Figure 4 presents the modeling results from analyzing the power
breakdownwith our proposed 2D versus 3Dmemory configurations.
Focusing on the reduction of LPDDR4X DRAM dynamic power, we
observe that LPDDR4X DRAM dynamic power can be reduced by
32-53% across the four ISP workloads. Notably, for the FHD Video
+ 2MP Snapshot workloads (both compressed and uncompressed),
we can reduce LPDDR4X DRAM access power to near negligible
by using 3D-DRAM (128 MB for the compressed workload and 256
MB for the uncompressed version). However, for the FHD Video
+ 12MP Snapshot workload (compressed and uncompressed) we
observe that LPDDR4X DRAM is still a significant portion of the
total power since we are not able to completely fit the workloads
in 3D-SRAM and 3D-DRAM. Thus, some data will still need to be
buffered in LPDDR4XDRAMdue to the limited 3D-stackedmemory
capacity for the larger ISP workloads.

Comparing with each workload’s 2D ISP baseline, adding 3D-
DRAM up to 256 MB greatly improves the power efficiency by
reducing the amount of off-chip DRAM access traffic and conse-
quently the DRAM dynamic power. We see across the four ISP
workloads power reduction ranging from 37-53% power savings
compared with their respective 2D baseline ISP implementation.
On the other hand, if we expand the ISP unit with 32-128 MB
3D-SRAM, we observe limited power savings (up to 32%). Even
though 3D-SRAM achieves smaller dynamic power consumption
compared to 3D-DRAM, its leakage power begins to contribute a
significant portion of the total power consumption as we scale up in
SRAM memory capacity (ranging from 5% - 16% of the total power
consumption).
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Figure 4: Power breakdown of the four key ISP workloads across the proposed 3D vs. 2D memory configuration settings,
comparing 2D baseline ISP using LPDDR4X DRAM versus 2D-SRAM, 3D-SRAM, and 3D-DRAM. The improvement lines (colored
in green for 3D-SRAM and colored in cyan for 3D-DRAM) indicate the largest power savings for 3D-SRAM and 3D-DRAM across
the different configurations. The red 2D ISP power budget line illustrates which 3D configuration points meet the baseline 2D
ISP power budget (e.g., 3D-DRAM_256MB meets the budget except for FHD Video + 12MP Snapshot).

When looking at the 2D ISP power budget (based on the Com-
pressed FHD Video + 2MP Snapshot 2D ISP baseline), we note that
in addition to reducing the power consumption of the ISP, we are
now able to deploy larger ISP workloads (i.e., uncompressed FHD
Video + 2MP Snapshot and Compressed FHD Video + 12MP Snap-
shot) within the tight power budgets allotted for ISP. While the
uncompressed FHD Video + 12MP Snapshot workload is still over
budget using 3D-DRAM_256MB, we note there may be opportuni-
ties to stack additional 3D-DRAM to more tiers to get closer to our
goal of deploying the highest resolution workload.

4.2 3D-SRAM vs. 3D-DRAM Power Trade-off
A key observation from the previous section’s analysis is that the
smaller (compressed) ISP workloads which already have reduced
LPDDR4X DRAM accesses achieve significant power savings by
adding 1-tier of 3D-SRAM or 3D-DRAM, while larger ISP workloads
will require more advanced stacking or multiple 3D tiers to achieve
the required power budgets. To assess just the memory power
comparison trade-off/sweet spot between 3D-SRAM and 3D-DRAM
with increased capacity, we focus on the FHDVideo + 2MP Snapshot
use case. For a direct memory power comparison between the two
3D-stacked memories, we add the same memory capacity of each
(3D-SRAM and 3D-DRAM) to the ISP unit and compare the total
memory power consumption.

As shown in Figure 5, when the addedmemory capacity is <10-20
MB, both 3D-SRAM and 3D-DRAM can reduce the memory power
by taking over the data traffic to LPDDR4X DRAM. However, when
scaling beyond this trade-off point, 3D-DRAM demonstrates better
memory power scalability while 3D-SRAM, due to the large leakage
power introduced with increasing on-chip SRAM capacity, reaches
diminishing returns beyond 20 MB. In total, we expect up to 59% of
memory power savings for adding 3D-SRAM capacity and up to
92% of memory power savings for adding 3D-DRAM for the FHD
Video + 2MP Snapshot workloads (compressed and uncompressed).

4.3 Case Study: 3D-SRAM and 3D-DRAM
Hybrid Architecture

Given the trade-offs between 3D-SRAM and 3D-DRAM, we propose
a case study for a hybrid memory hierarchy combining both 3D
memory technologies to balance the dynamic and leakage power
consumption. We propose two hybrid memory configurations: (1)
Partition-1 with 25% 3D-SRAM and 75% 3D-DRAM; (2) Partition-2
with 50% 3D-SRAM and 50% 3D-DRAM. Note this is not meant
to be a comprehensive analysis since we could configure and al-
locate many different percentages of memory and would be a full
study and design space exploration by itself, but this case study
demonstrates the potential benefits we could achieve combining
both memory technologies.

Figure 6 illustrates a conceptual drawing of our hybrid memory
architecture, where we plot the relative power savings with Parti-
tions 1/2 over the All 3D-SRAM/3D-DRAM baselines across varying
on-chip memory capacities. The hybrid memory architecture as-
sumes we place data with high bandwidth density in 3D-SRAM
until scaling on-chip memory capacities require 3D-DRAM to re-
duce leakage consumption. Figure 6 shows that Partition 1 presents
better trade-offs with memory capacities over 16MBwhile Partition
2 is optimal for small <16 MB requirements. The hybrid options pro-
vide an overall 20-49% improvement to the All 3D-SRAM baseline,
while the improvements to All 3D-DRAM option start to converge
with Partition 1 (only 9-16% improvements) as we increase on-chip
memory capacity beyond 48 MB.

5 CONCLUSION
In this paper, we model the power efficiency of our in-house ISP
workloads using advanced 3D-stacking memory technology. We
characterize two types of 3D memories: 3D-SRAM and 3D-DRAM.
We find that while 3D-SRAM provides significant reduction in
dynamic/access power, its leakage can contribute a large portion
of the total power consumption. On the other hand, 3D-DRAM
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Figure 5: Comparison between 3D-SRAM and 3D-DRAM total memory power consumption for FHD Video + 2MP Snapshot
ISP with and without compression. We note that the trade-off point for the Compressed FHD Video + 2MP Snapshot occurs
at around 10 MB, while the uncompressed workload occurs higher at around 20 MB. Beyond these points (indicated by the
star), 3D-SRAM consumes more memory power than 3D-DRAM at high memory capacity due to leakage, illustrating the better
scalability of 3D-DRAM for workloads requiring more than 10-20 MB of memory capacity.

64 MB 3D-DRAM

64 MB 3D-DRAM
Wide I/O Layer
ISP Logic Layer

TSVs

Hybrid 3D-Stacked Memory ISP Architecture 

32
 M

B 3D
-S

RAM
LPDDR4X DRAM

Example Partition Strategy: ~25% 3D-SRAM, ~75% 3D-DRAM
For Iso-Footprint to ISP Logic: stack 32 MB 3D-SRAM + 64 MB 
3D-DRAM to reduce/eliminate LPDDR4X DRAM accesses

64 MB 3D-DRAM
Wide I/O Layer
ISP Logic Layer

LPDDR4X DRAM
32

 M
B  

32
 M

B 3D
-S

RAM

…
.

…
.

Partition 1 OptimalPartition 2 Optimal

-48%

-20%

-16%
-9%

Figure 6: Conceptual drawing of a 3D-stacked hybrid memory configuration using a combination of 3D-SRAM and 3D-DRAM.
Partition 1 is optimal for larger memory capacities (>16 MB) while Partition 2 is better for memory requirements below 16 MB.

demonstrates better trade-offs for leakage versus dynamic power
and can consistently reduce the memory power with increasing
capacity to 10s of MB. By combining both memory technologies,
we can further improve the power efficiency by up to 16% compared
with All 3D-DRAM-only systems, where we expect total system
power savings of 53% improvement over the 2D ISP baseline. Future
work will aim to expand on this hybrid architecture and optimal
partitioning.

While this work focuses on 3D-stacked memory using 3D-SRAM
and 3D-DRAM, the methodology could be extended to other types
of 3D-stacked memory (e.g., RRAM) and 2.5D solutions (e.g., HBM),
and used orthogonally/in-conjunction with other advanced mem-
ory solutions (e.g., PIM). One could integrate the 3D modeling
parameters into a multi-level memory hierarchy with 2D/2.5D/3D

architectures to enable even larger ISP workloads with higher mem-
ory capacity requirements and multiple tiers of compute and mem-
ory units. Additionally, the proposed 3Dmemory allocation strategy
could be extended to support dynamic allocation (instead of static)
during run-time to support multiple AR/VR uses cases and memory
requirements.
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